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Outline

• Size of Body of Knowledge

• Software Testing

• Log Analysis 

• Intersection

– Logs as Coverage targets

– Logs as Oracles



Both Software Testing and Log Analysis are big fields

• Software Testing 41,662
– TITLE-ABS-KEY ( "software testing" 

) AND ( LIMIT-TO ( SUBJAREA , 

"COMP" ) )

• Log Analysis 2,844
– ( TITLE-ABS-KEY ( "log analysis" ) OR 

TITLE-ABS-KEY ( "log anomaly detection" 

) OR TITLE-ABS-KEY ( "log file 

analysis" ) OR TITLE-ABS-KEY ( "log 

file anomaly detection" ) OR TITLE-ABS-

KEY ( "software log" ) OR TITLE-ABS-KEY 

( "software execution log" ) ) AND ( 

LIMIT-TO ( SUBJAREA , "COMP" ) )



SOFTWARE TESTING



Software Testing is Information Seeking

• Many definitions exist

• Perspective:

– Verification: Are we building the product right?

– Validation: Are we building the right product?

– Regressions: Does the product still work?

• Type of information:

– Functionality

– Performance

– Security 
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•There are 10 defects in the figure on the 
right
•QA task : Find defects 



•How do you know you have done a good 
job in finding defects in the figure?
•Quality of testing?



Coverage grid!
100% Coverage -> Good testing











•Quality of testing? 
• Is only about the coverage in this task
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Coverage (defect locations) are given but “testing” job is not easy



What about right answer? Oracle?



Welding Oracle



Coverage & 
Oracle

• In left we have the perfect 
oracle
• i.e. the correct answer

• In this first task, detection 
was dependent on the 
coverage

• In the second task, detection 
was dependent on the 
Oracle



Software example of oracle problems

Mika Mäntylä, 2016 Oulu



Oracle - Are the colors correct in the 
image? What is the meaning of the colors

Mika Mäntylä, 2016 Oulu



Oracle - Are all the components available?

Mika Mäntylä, 2016 Oulu



Quality of testing – Two dimensions

• Coverage – What areas have been tested

• Oracle – How good is the detection of defects (of the 
areas that have been covered)



Testing
• Information seeking

• Max: Coverage

• Max: Oracle accuracy

• Minimize: Cost



LOG ANALYSIS



Log Analysis 
Investigation of 

Software Behavior

• A software engineer investigating 
software behavior is akin to… 

– a medical doctor investigating a 
patient

– a detective investigating a 
crime   

• Software behavior = What 
happens in Testing or Operations

This Photo by Unknown Author is licensed under CC BY-SA-NCThis Photo by Unknown Author is licensed under CC BY-SA-NC

https://antoniogenna.com/2012/12/20/dvdserie-393-dr-house-medical-division-stagione-conclusiva-8/
https://creativecommons.org/licenses/by-nc-sa/3.0/
https://con2bemolesradio.com/adaptaciones-de-sherlock-holmes/sherlock-holmes/
https://creativecommons.org/licenses/by-nc-sa/3.0/


Types of Log data

• Execution logs
– Textual 
– Whatever the developer happened to log
– Series of events

• Metrics (CPU, Memory etc)
– Series continuous values 

• Traces
– Tree of services of request and messages
– Microservices: Requests and messages sent between microservices as they 

fulfill a user request
– Programs: Record of the execution of a program captured by a debugger or a 

profiling tool. 



Execution 
Logs

in code



Software Log Analysis - Objectives

Model

Is the internal state abnormal 
situation? Yes / No

Software

Internal State

What events are the most 
suspicious?

What type of anomaly? 
Performance / Security / Functional 

What service/component is the root 
cause?



Log Processing Pipeline



Load & Process

• Slice different parts to different variables

– Time stamp, thread id, log level, component, log message



Load & Process
• Separate logs to correct sequences

– Log has phases: separate them -> different model for each 
step

• CI: Different steps
https://github.com/jekyll/jekyll/actions/runs/4915665388/jobs/8778424596

https://github.com/jekyll/jekyll/actions/runs/4915665388/jobs/8778424596


Load & Process
• Separate logs to correct sequences

– Log has phases: separate them

• CI: Different steps

– Multiple threads push to single log file: separate them

• HDFS log data: Block ID 

• HDFS log data : 10M log lines and 500k sequences



Load & Process
• Separate logs to correct sequences

– Log has phases: separate them

• CI: Different steps

– Multiple threads push to single log file: separate them

• HDFS log data: Block ID 

– Log has different tasks: separate them

• Test automation: Test cases



Enhance Logs

• Choose appropriate Log 
representation, e.g.

– Message length

– Sequence duration

– Character 3grams

– Regex

• E.g., Normalize log message

<IP> <BLK>

<BLK>

<BLK>



Enhance Logs: Log Parsing or Log Clustering

• Many (~20) log parsers exist

– Research field in itself 



Enhance Logs : Log Parsing or Log Clustering

• Separate fixed part (template) from variable part 
(parameter)

• Connection opened to 192.168.0.1

– Fixed (template) part: 
Connection opened to <*>

– Variable (parameter): 192.168.0.1

• Turns stream of messages to stream events
• Benefits

– Simplifies analysis

– Enables next event prediction, state machines, look-
ahead pairs

• NEP: E1 E2 E4 -> ?

• Drawbacks
– Takes times
– Can reduce anomaly prediction accuracy
– Parameters get lost

Log Message Cluster

Connection opened to 192.168.0.1 E1

Reading data from 192.168.0.1 E2

Connection opened to 192.168.15.1 E1

Connection closed 192.168.0.1 E3



Anomaly Detection

• Columns: Log Representations

• Rows: ML algos: 
– DT – Decision Tree, SVM – Support Vector Machine, LR – Logistic 

Regression, RF – Random Forrest, XGB – Extrement Gradient Booosting



Overview



INTERSECTION BETWEEN SOFTWARE 
TESTING AND LOG ANALYSIS



Both Software Testing and Log Analysis are big fields

• Software Testing 41,662
– TITLE-ABS-KEY ( "software testing" 

) AND ( LIMIT-TO ( SUBJAREA , 

"COMP" ) )

• Log Analysis 2,844
– ( TITLE-ABS-KEY ( "log analysis" ) OR 

TITLE-ABS-KEY ( "log anomaly detection" 

) OR TITLE-ABS-KEY ( "log file 

analysis" ) OR TITLE-ABS-KEY ( "log 

file anomaly detection" ) OR TITLE-ABS-

KEY ( "software log" ) OR TITLE-ABS-KEY 

( "software execution log" ) ) AND ( 

LIMIT-TO ( SUBJAREA , "COMP" ) )



Intersection – Software Testing and Log Analysis

~1/3 assess both

5 papers as examples



LOG ANALYSIS – COVERAGE



Knowledge sources and methods for testing

Input Output

Input Output



Log analysis: From black to grey box testing

Input Output

Input Output

Knowledge source
Execution logs
Traces
Performance metrics Input Output



Logs as Test Coverage Target
• Search-based testing 

– Objectives: max coverage, minimize execution time, generate crash
– Log objective: 

• Max: unique log statements (=coverage), 
• Min: count of log messages (=cost) 

• Assess test suite realism
– Log objective: Max log message similarity between production and test
– Reliability and Load testing [1,2]

• Test case prioritization
– Past work: Diversity of test cases leads to better prioritization
– Log objective: Max diversity of test logs [3]

[1] Tian X, Li H, Liu F. Web service reliability test method based on log analysis. In2017 IEEE International 

Conference on Software Quality, Reliability and Security Companion (QRS-C) 2017 Jul 25 (pp. 195-199). IEEE.

[2] Chen J, Shang W, Hassan AE, Wang Y, Lin J. An experience report of generating load tests using log-recovered

workloads at varying granularities of user behaviour. In2019 34th IEEE/ACM International Conference on Automated

Software Engineering (ASE) 2019 Nov 11 (pp. 669-681). IEEE.

[3] Chen Z, Chen J, Wang W, Zhou J, Wang M, Chen X, Zhou S, Wang J. Exploring better black-Box test case 

prioritization via log analysis. ACM Transactions on Software Engineering and Methodology. 2023 Apr 26;32(3):1-32.



LOG ANALYSIS – ORACLE





Analysis of Test Automation Results 
-> Better Oracle Granularity 

Review 81 sources (26 
academic, 55 grey sources)



Logs as partial Oracles or more granular Oracles

• Partial Oracle - State machine for logs [1]
– Developers explicitly include commands to log events of interest. 
– Test oracles simulate execution of each individual state machine 

reacting to only the logged events relevant to that state machine

• Granular Oracle - Next event prediction on Logs [2]
– Existing oracle tells that a long reliability test run failed

• 40-80k log lines

– Use next event prediction (from passing testing runs) to score log lines 
of anomalousness

[1] Andrews JH. Testing using log file analysis: tools, methods, and issues. InProceedings 13th IEEE International 

Conference on Automated Software Engineering (Cat. No. 98EX239) 1998 Oct 13 (pp. 157-166). IEEE.

[2] Mäntylä M, Varela M, Hashemi S. Pinpointing anomaly events in logs from stability testing – n-grams vs. deep-

learning. In2022 IEEE International Conference on Software Testing, Verification and Validation Workshops (ICSTW) 

2022 Apr 4 (pp. 285-292). IEEE.



LOG ANALYSIS – TESTING CONCLUSION



Other Future Work Ideas

• CI Logs - Failure prediction and analysis
– Unfortunately, raw CI data of TravisTorrent [1] no longer available 

• Aggregates are not as useful

• Service providers have limited similar data collection efforts. 

– CI service provides no longer allow data harvesting data

• What about LLMs
– LLMs are expensive and logs are massive -> Multi-level system

• LLMs top level lower level classical computing and MLs

• Microservice-based systems / Serverless
– Microservices offer logs but also traces and metrics collection

[1] Beller, M., Gousios, G., & Zaidman, A. (2017). TravisTorrent: Synthesizing Travis CI and GitHub for FullStack Research on Continuous
Integration. In Proceedings - 2017 IEEE/ACM 14th International Conference on Mining Software Repositories, MSR 2017 (pp. 447--450). IEEE . 
https://doi.org/10.1109/MSR.2017.24



Prof. Mika Mäntylä mika.mantyla@helsinki

University of Helsinki, Finland

 https://github.com/EvoTestOps/LogLead 
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